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Abstract
Software localization is the process of adapting a software product to the linguistic, cultural
and technical requirements of a target market. It allows software companies to access for-
eign markets that would be otherwise difficult to penetrate. Many studies have been carried
out to locate need-to-translate strings in software and adapt UI layout after text translation
in the new language. However, no work has been done on the most important and time-
consuming step of software localization process, i.e., the translation of software text. Due
to some unique characteristics of software text, for example, application-specific meanings,
context-sensitive translation, domain-specific rare words, general machine translation tools
such as Google Translate cannot properly address linguistic and technical nuance in trans-
lating software text for software localization. In this paper, we propose a neural-network
based translation model specifically designed and trained for mobile application text trans-
lation. We collect large-scale human-translated bilingual sentence pairs inside different
Android applications, which are crawled from Google Play store. We customize the original
RNN encoder-decoder neural machine translation model by adding categorical information
addressing the domain-specific rare word problem which is common phenomenon in soft-
ware text. We evaluate our approach in translating the text of testing Android applications
by both BLEU score and exact match rate. The results show that our method outperforms the
general machine translation tool, Google Translate, and generates more acceptable transla-
tion for software localization with less needs for human revision. Our approach is language
independent, and we show the generality of our approach between English and the other
five official languages used in United Nation (UN).

Keywords Software localization · Neural machine translation · Mobile apps

1 Introduction

Software localization is the process of adapting a software application to a particular lan-
guage, culture, and desired “look-and-feel” of a target market. It is a fundamental part of
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development process for an application to reach global markets and customers. Software
localization process includes many steps, including extraction of need-to-translate text from
graphics, user interface (UI) elements, scripts or other media, creation and maintenance of
terminology glossaries, translation of text to the target language, and adjustment and testing
the text alignment in the UI or other functional elements.

Existing work on software localization focuses mainly on the pre-translation steps, i.e.,
extraction of need-to-translate text (Rich 2011; Wang et al. 2010; Xia et al. 2013). Some
recent work (Muntés Mulero et al. 2012; Alameer et al. 2016) also look into post-translation
UI and functionality issues, e.g., the problems with the visuals or the layout of the applica-
tion due to the string length changes after translations into another language, and proposes
automatic testing approach to identify such issues. However, the translation step, the core
step in software localization has been neglected. The translation step is labor-intensive and
often requires a significant amount of efforts from the development teams. According to
the observation of Alshaikh et al. (2015), among 2,500 open source projects, about 32% of
all localized resource files were committed more than 6 months after the default resource
file was committed. One of the most important reasons is that projects often cannot find a
proper translator to perform the translation.

A possible solution is to use machine translation tools developed in Natural Language
Processing (NLP) community. Indeed, recent years have witnessed the mature and success
of machine translation techniques, such as Google Translate1 or Bing Translator.2 Stud-
ies (O’Brien 1998; Muntés Mulero et al. 2012) show that the number of words processed
per day by a human translator can be significantly increased, when an efficient machine
translation engine is used and the human translator only needs to improve the machine trans-
lation results in the post-editing phase. Unfortunately, general-purpose machine translation
engines are trained with general corpus and thus lack the knowledge about the terminology
and writing style of a particular domain.

For the purpose of software localization, text of software applications has several char-
acteristics that challenge the effectiveness of general-purpose machine translation engine.
We summarize the challenges below with some English-Chinese translation examples.

– Many words have daily-life meanings, but as domain-specific terms they often do not
need to be translated. For example, “Steam” can be translated as “ ” (vapor), but as
the software name “Steam” (an online game platform), it does not need to be translated.

– Different languages may have unique characteristics that require subtle attentions in
translation. For example, there is no “tense” concept in Chinese words. Although it
could be ignored in general translation without information loss, the software localiza-
tion process may need to consider language unique characteristics to make users feel
that software is originally designed in native language, for example, translating “Like
Tweet” as “ ” (give thumbs up for this tweet), instead of just “ ”
(love tweet).

– Phrase-based statistical machine translation cannot properly deal with the word
sequence in the translations when the sentence contains domain-specific terms (e.g.,
placeholder in the software text i.e., %s) or has a complicated structure. For example, it
is difficult to translate sentences with complicated structure like having a subordinate

1https://translate.google.com
2https://www.bing.com/translator

https://translate.google.com
https://www.bing.com/translator
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clause, e.g., “%1$s requires one or more Google Play services that are not currently
available”.

Due to the above challenges, general-purpose machine translation engines often cannot
address linguistic and technical nuance in translating text of software applications of a par-
ticular domain. Several techniques (Wu et al. 2008; Ren et al. 2009; Zhang et al. 2013)
have been proposed to address the challenges in domain-specific3 machine translation. For
example, in the medical domain, Eck et al. (2004) use the Unified Medical Language Sys-
tem to improve the general machine translation model. Such domain-specific translation
techniques assume the availability of a high-quality dictionary of domain-specific terms
and translations (usually developed by domain experts). The dictionary is used to customize
general-purpose machine translation engines with additional domain knowledge so that the
translation results can be improved. Software has become ubiquitous, and today, it can be
found in just about every device we use as consumers or in our professional life. Devel-
oping a domain-specific dictionary and customizing general-purpose machine translation
engines for software of each application domain would not be cost-effective for software
localization.

In this paper, we present a deep learning based domain-specific machine translator that
is trained with a large corpus of text of software applications for different languages. Our
training corpus consists of millions of aligned dual-language sentences pairs (e.g., English-
Chinese) extracted from language packs of Android applications from Google Play. The
translator can be adopted for translating text in mobile apps for app localization.

Our approach is of a two-stage model. Driven by our collected large-scale parallel corpus,
we first build a dictionary about frequent translation pairs for direct mapping.We then train a
Recurrent Neural Network (RNN) encoder-decoder model (Cho et al. 2014), the state-of-art
deep learning architecture for machine translation, with the help of attention mechanism.

To address the domain-specific problem in translation, we incorporate category informa-
tion in the training process by treating the category as a special input token of the training
sentence pairs. To overcome the problem with rare non-English domain-specific words, we
treat them as out-of-vocabulary words in the machine translation system. We customize the
original machine translation system by the output of a word alignment mechanism. This
word alignment mechanism preserves out-of-vocabulary words in the translation, but their
positions in the translation are still learned by the RNN model.

We carry out the evaluation in terms of BLEU score (Papineni et al. 2002) (a widely used
metric in machine translation) and exact match rate of the translation results by our method.
Our approach achieves 49.51% BLEU score which outperforms the general machine trans-
lation, Google Translate (40.42%) in the testing dataset of Android application text, and
machine translation model without incorporating the domain-specific information. We not
only demonstrate the effectiveness of our translation results between English and Chinese,
but also test its generality of our model in translating English into the other 4 official lan-
guages in UN. The results show that our method work well for software localization in
different language pairs. We also demonstrate the usefulness of our model by conducting
pilot study with human translators involved. The results show that human translators pro-
vided with translations achieved better performance in terms of both satisfactoriness and
translation time.

The main contributions of our work are summarized as followings:

3Note that “domain-specific” in this work refer to the domain of the software engineering, instead of app
category.
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– To our best knowledge, this is the first work to develop a domain-specific machine
translation model for software localization in software engineering domain. We propose
a two-stage approach with not only a dictionary built by association rule mining, also a
neural machine translation model incorporating domain knowledge.

– We are the first to collect a big dataset which is sufficient for effectively training the
domain-specific machine translation model.

– The evaluation of our approach demonstrates the accuracy of our translation results
which outperforms the general machine translation engine, Google Translate.

2 Background

Before explaining our method for machine translation, we first introduce the basic concepts
of the two key techniques, i.e., word embeddings and recurrent neural network, that our
approach relies on.

2.1 Word Embeddings

Word embeddings are dense low-dimensional vector representations of words that are build
on the assumption that words with similar meanings tend to be present in similar context.
Studies (Turian et al. 2010; Mikolov et al. 2013) show that word embeddings are able to
capture rich semantic and syntactic properties (e.g., the morphological forms of one word
such as quick, quickly) of words, compared with one-hot word representation (Salton et al.
1975). Many works (Chen and Xing 2016b; Chen et al. 2017b, 2018c; Huang et al. 2018)
have demonstrated that word embedding works well in software engineering domain.

Continuous skip-gram model (Mikolov et al. 2013) is a recently proposed efficient algo-
rithm for learning word representations using a neural network model. Figure 1 shows the
general structure to train a continuous skip-gram model. The goal of the continuous skip-
gram model is to learn the word embeddings of a center word (i.e., wi) that is good at
predicting the surrounding words in a context window of 2t + 1 words (t = 2 in this exam-

word embedding of 
w3

1 w5w42

w3

Fig. 1 Continuous skip-gram model
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ple). More specifically, the objective function of the skip-gram model is to maximize the
sum of log probabilities of the surrounding context words conditioned on the center word:

n∑

i=1

∑

−t≤j≤t,j �=0

logp
(
wi+j |wi

)
(1)

where wi denotes the center word in a context window of length 2t + 1 and wi+j denotes
the context word surrounding wi within the context window. n denotes the length of the
word sequence. The logp

(
wi+j |wi

)
is the conditional probability defined using the softmax

function:

p
(
wi+j |wi

) = exp(v′T
wi+j

vwi
)

∑
w∈W exp(v′T

w vwi
)

(2)

where vw and v′
w are respectively the input and output vectors of a word w in the underlying

a neural network, and W is the vocabulary of all words. Intuitively, p
(
wi+j |wi

)
estimates

the normalized probability of a word wi+j appearing in the context of a center word wi over
all words in the vocabulary. This probability can be efficiently estimated by the negative
sampling method (Mikolov and Dean 2013).

Given word sequences, the model maps words onto a low-dimensional, real-valued vec-
tor space. Word vectors are essentially feature extractors that encode semantic and syntactic
features of words in their dimensions. In this vector space, semantically-similar words are
also likewise close in term of their vectors.

2.2 Recurrent Neural Network

Recurrent Neural Network (RNN) is a class of neural networks where connections between
units form directed cycles. Due to its nature, it is especially useful for tasks involving
sequential inputs such as code completion (White et al. 2015), speech recognition (Graves
et al. 2013), text classification (Chen et al. 2018a), and API document encoding (Chen et al.
2019). Compared with traditional n-gram language model (Mikolov et al. 2010), a neural
language model based on RNN can predict a next word by predecessing words with long
distances rather than a fixed number.

The network of RNN includes three layers, that is, an input layer which maps each word
to a vector such as word embedding or one-hot word index, a recurrent hidden layer which
recurrently computes and updates a hidden state after reading each word, and an output
layer which estimates the probabilities of the following word given the current hidden state.
Figure 2 shows the unfolding in time of the computation in RNN’s forward computation. At

=

W

…

o      −1 +1

x                −1 +1

ℎ −1 ℎ ℎ +1 …

Fig. 2 Recurrent neural network
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time step t , it estimates the probability of the following word p(wt+1|w1, ..., wt ) by three
steps. First, the current word wt is mapped to a vector xt by the input layer.

xt = input (wt ) (3)

Then, it generates the hidden state ht in hidden layer according to the previous hidden state
ht−1 and the current input xt

ht = ht−1 ∗ W + xt ∗ U (4)

where W , U are parameters inside the neural network. Finally, the Pr(wt+1|w1, ..., wt ) is
predicted according to the current hidden state ht :

Pr(wt+1|w1, ..., wt ) = g(ht ) (5)

During training, the parameters are learned by backpropagation (Werbos 1990) with
gradient descent to minimize the error rate.

3 Data Collection

Unlike general machine translation which can easily utilize translation corpus (e.g., United
Nation’s documents for different languages) for model training, the biggest challenge for
domain-specific machine translation is the lack of domain-specific translation corpus (Pla-
mada and Volk 2013) that includes sufficient domain-specific bilingual sentence pairs. It
is also labor-intensive task to extract language packs of different softwares, which involves
a lot of human efforts such as crawling software packages, reverse engineering, sentence
alignment, etc. In addition, as the language pack of each software normally contains only
hundreds of sentences or phrases, it will require a large number of software applications to
accumulate enough corpus for training a neural machine translation model.

According to our study, mobile applications are always of multi-language packs which
users can select as their preferred display language. Therefore, we crawl Android apps (i.e.,
APK file) randomly from Google Play (2018a). Within the crawling process, we take the
top 100 apps as the seed, and then crawl all their related apps recommended by Google. We
iterate this process for one month from Jun 15, 2017 to Jul 15, 2017. Finally, we totally col-
lect 108,339 apps from Google, and these apps belong to 25 categories4 such as education,
entertainment, music & audio, etc in Fig. 3.

As each APK is an executable file, we use Apktool (2018) to decompile the packages and
obtain the resource folder which contain all external files . Note that all strings displayed
in the Android app is stored in one file called “strings.xml” (containing English), and all
translations for the file are stored in separate files which are in folders ended with language
abbreviation5 such as values-fr, values-ja, and so on. There are 6 official languages used
in United Nations (2018b) including Arabic, Chinese, English, French, Spanish and Rus-
sian. As English is always the first language adopted in apps in Google Play, the software
localization in this work is targeting at translating English into the other 5 UN languages.

4Although Google Play distinguishes detailed game category such as cards, racing, puzzle, we take them as
one game category.
5https://developer.android.com/guide/topics/resources/localization

https://developer.android.com/guide/topics/resources/localization
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Fig. 3 The App distribution in different categories

Therefore, we extract string files of language pairs, and we can see that each piece of text
is attached with a unique ID as seen in Fig. 4. Text in different language is aligned by these
unique IDs within the app, and we build the parallel corpus in this way.

Table 1 shows that how many parallel sentence pairs that we collect between the target
language and English. To our best knowledge, this is the largest multi-lingual parallel app-
specific corpus in Software Engineering domain, and it can enable more future works in
this direction. Note that not all apps contain these 6-language packs, so more than 79K
apps contain Chinese-English and Russian-English pairs, while only 77K apps contain other
language pairs. We then remove the duplicate pairs (i.e., pairs in which both source language
and target language are the same.) and collect millions of sentence pairs for each language
pairs. The sentence length varies across different apps and different languages, we calculate
the distribution of sentence length in each language in Fig. 5. Most sentences are of short
size. For example, 68.1% app sentences in English have no more than 4 words.

Fig. 4 Process of aligning XML files and forming training pairs
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Table 1 Number of sentences and application for each language

Language #Apps #Sentences #Sentences without duplications

Arabic 77,150 6,181,892 1,123,925

Chinese 79,145 6,419,324 780,044

French 77,283 8,297,821 1,508,657

Russian 79,451 7,691,341 1,199,439

Spanish 77,437 8,845,659 1,570,600

4 Software-Specific Translation

Considering the characteristics of mobile apps, we propose a two-stage approach for the
app localization. First, given the input sentence of one language, if it frequently appears
in our corpus, it is directly translated into the target language (Section 4.1). Otherwise, it
will be sent to a neural translator which is build on millions of parallel sentences collected
from apps (Section 4.2). Our neural translator consists of an RNN encoder and decoder
model with attention mechanism(Section 4.2.1) by incorporating app-specific category
information(Section 4.2.2), and copying rare domain-specific terms(Section 4.2.3).

4.1 Dictionary-Based Translation

According to our observation, many apps share some similar text such as log in, register,
search, as these functionalities are common across different apps. Instead of using neu-
ral network based translation, we adopt a light-weight dictionary to directly translate those
commonly-used sentences. We first collect all translation pairs, source sentence (s), tar-
get sentence (t) in two parallel languages. Then we adopt the bigram association rules
mining (Agrawal et al. 1993; Chen and Xing 2016a; Chen et al. 2016b) for building the

Fig. 5 The distribution of sentence length



Empirical Software Engineering

software-specific translation dictionary (Table 2). There are two parameters in association
rule mining:

support (s, t) = #translation pairs containing (s and t)

#all translation pairs

conf idence(s ⇒ t) = #translation pairs containing (s and t)

#translation pairs containing s

The support value measures how frequently the translation pairs appear in all translation
pairs. The conf idence value measures the proportion of the translation pairs containing
both s and t compared with all the translation pairs containing s. Note that traditionally, the
rule mined from association rule mining always contains more than one items in each side
e.g., {A,B, C − > D,E}. As we are trying to assist translation, each side can only contain
one item, i.e., either source or target. To distinguish our approach from traditional ones, we
call it bigram association rules mining.

We use the association rules mining rather than frequent itemset (Borgelt 2012) due to
our observation that some terms may be translated into different words in the target app info.
For example,“View” can be translated into “ ”(read) in 875 apps, but translated into
“ ” (check out) in 4516 apps. To determine which sentences can be directly translated,
we define confidence value to show how united one sentence can be translated into the other
language. The higher score represents that the sentence is more likely to have a common
translation regardless of the category.

However, the higher score also leads to fewer sentences translated by the dictionary. To
analyze the influence of different confidence values to the exact match rate and translated
sentences, we carry out an experiment. The results can be seen in Fig. 6 that the exact match
rate and proportion of affected sentences are negatively related. To achieve the balance
between exact match score and translated sentences i.e., translate more sentences while
preserving reasonably good performance, we set confidence value at 0.5 in our experiments.
The dictionary built from that value can translate over 31.4% of the sentences and achieves
82.6% exact match rate.

Table 2 Most frequent sentences
and phrase and corresponding
translation in Chinese

Common english sentence Chinese translation

Share

Update

Done

More options

Sign in

Try again

Navigate home

Open on phone

Choose an app

Get Google Play services
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Fig. 6 Performance and influence of our dictionary with different confidence values

4.2 Neural Translation

4.2.1 RNN Encoder-Decoder Model

This model includes two RNN as its main components: one RNN to encode a variable-
length sequence into a fixed-length vector representation, and the other RNN to decode
the given fixed-length vector representation into a variable-length sequence. From a prob-
abilistic perspective, this model is a general method to learn the conditional distribution
over a variable-length sequence conditioned on yet another variable-length sequence, i.e.,
p(y1, ..., yT ′ |x1, ..., xT ). Note that the length of the input T and output T ′ may differ.

The architecture of this model for the purpose of software text translation can be seen in
Fig. 7a. The encoder is an RNN that reads each word of an input sequence x sequentially.
As it reads each word, the hidden state of the RNN changes according to (4). After reading
the end of the the input (marked by an end-of-sequence symbol), the hidden state of the
RNN is a summary c of the whole input sequence.

The decoder of the model is another RNN which is trained to generate the output
sequence by predicting the next word yt given the hidden state h(t). However, unlike the
basic RNN architecture described in Section 2.2, both yt and ht are also conditioned on
yt−1 and on the summary feature vector c of the input sequence. Hence, the hidden state of
the decoder at time t is computed by,

ht = f (ht−1, yt−1, c) (6)

and similarly, the conditional distribution of the next word is

Pr(yt |w1, ..., wt−1, c) = g(ht , yt−1, c) (7)
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Fig. 7 Neural translation model

The two components of the RNN encoder-decoder are jointly trained to maximize the
conditional log-likelihood

max
θ

1

N

N∑

n=1

logpθ (yn|xn) (8)

where θ is the set of the model parameters and each (xn, yn) is a pair of input and output
sequence from the training corpus. The model parameters are estimated by backpropagation
with a gradient-based algorithm.

4.2.2 Adding Attention and Category Information

In the original basic architecture of RNN Encoder-Decoder, the decoder is supposed to
generate a translation solely based on the last hidden state from the encoders.

But such vector may not encode all the information, especially for long sentences, so the
decoding process based on it will lead to worse results. According to our observation, differ-
ent parts of input could have different importance to the words in the expected translation.
For example, considering the input “This device does not support this function”, and the
target translation is “ ” , the word “support” is more important than
“not, this” to the target translation word “ ”. Therefore, to avoid the limitation of the
vanilla RNN Encoder-Decoder, we adopt the attention mechanism (Bahdanau et al. 2014)
in this work.

With the attention mechanism, we no longer rely on merely the last hidden output to
represent the entire input description. Instead, we allow the decoder to “attend” to different
parts of the source sentence at each step of the output generation. Figure 7b illustrates
the workflow of the attention mechanism. In the figure, yt is our generated word by the
decoder at the time step t , and the x1, x2, . . . xT are our source sentence words. The attention
model defines individual context vector ci’s for each target word yi as a weighted sum of
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all historical hidden states h1, . . . , hTx , not just the last state in the original RNN Encoder-
Decoder. That is,

ci =
Tx∑

t=1

αitht (9)

Where the αit is the weight that defines in how much of the input xi should be considered
for the output yt . So, if the a4,3 is a large number, this would mean the the decoder pays
much attention to the third state in the source sentence while generating the fourth word
of the target method name. The context vector ci depends on a sequence of hidden states
to which an encoders maps the input sentence. Each hidden state hi contains information
about the whole input sequence with a strong focus on the parts surrounding the i−th word
of the input sequence.

A big advantage of attention is that it gives us the ability to interpret and visualize what
the model is doing. For example, by visualizing the attention weight matrix a when a sen-
tence is translated, we can understand how the model is translating from Fig. 8. The heat
map shows the attention weights of each word in descriptions for the subtokens in method
name.

In Fig. 8b, given the input “<transportation > please contact your driver”, the word
“driver” leads to “ ” in the translation, and our model predicts “ ” by seeing the
surrounding words “contact”, “your” , and the input category “transportation”. However,
in Fig. 8a, given the input “<tools> select your wifi driver”, the word “driver” leads to
the different translation “ ” (launcher) by seeing the word “wifi” and category
information “tools”. These examples show the power of the attention mechanism which can
spot the alignment between the input and the output to help direct the translation.

Apart from the attention mechanism, we also add some domain-specific external infor-
mation to the RNN encoder-decoder model. As we know, the apps in Google Play are
separated into different categories such as game, education, tool, music, etc. According to
our observation, the same word in one language may be translated into different words in
the other languages, as the word in the source language may have different meanings in
different context. For example, retrieve is translated to “ ” (collect the food delivery)in
a business application “Point of Sale”, However, the same word is translated to “ ”
(search) in a travel application “Fly Scoot”.

Fig. 8 Attention visualizations
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To incorporate the external category information to the model, we first convert the 25
categories into vectors. We assign each category with a specific 25-dimension one-hot vec-
tor i.e., with only one position as 1 but other positions as 0 in the vector. To make the model
easier to train, we append 0 for each category vector so that the size of category vectors is
equal to that of other word embeddings. Then for each input sentence, apart from convert-
ing word vectors of the sentence, we also append the vector of its category where its app
belong to. Therefore, the decoder will also consider the category information in the trans-
lation process. For instance, in Fig. 8a, given the category “tools”, “driver” is translated
to ‘ ’ (a program that controls devices). However, in Fig. 8b, “driver” is rather
translated to “ ” (people who drives vehicles) in a transportation application.

4.2.3 Addressing Rare Domain-Specific Word Problem

Due to the computationally intensive nature of the RNN training, neural machine transla-
tion systems often limit the size of vocabularies, which is usually the top 30K–80K most
frequent words in each language (Mikolov et al. 2011). That is, they are incapable of trans-
lating rare words which are out of the vocabulary. This is an especially severe challenge
for translation of software application text, because there are many domain-specific terms
which rarely appear and thus are out of frequent-word vocabulary, such as a placeholder
(e.g., %1$s, ), app name (e.g., XimalayaFM), web address (e.g., http://www.ekiga.org),
email (e.g., rich@kde.org) in Table 3.

When dealing with such out-of-vocabulary words, the original RNN encoder-decoder
model will mark them as UNK in the translation results. For example, the sentence
“Check out %1$s’s Tweet: https://twitter.com/%1” includes two rare words i.e., “%1$s’” and
“https://twitter.com/%1”. Although the whole sentence can be well translated by the RNN
encoder-decoder model except these two rare words, the unknown mark severely influence
the reading of the translation for human users, and thus cannot satisfy the goal of software
localization.

According to our observation, unlike the general text, many terms in mobile applica-
tions are not necessary to translate such as placeholders, web addresses and other examples
above. They do not have the counterpart translations in another language and it would bet-
ter to preserve them in the translation results. In this work, we customized the original
RNN encoder-decoder model specifically for software-application-text machine translation
by applying a copyable rare word model (Luong et al. 2014). Given a pair of English and
Chinese sentences for training the model, we first tokenize them. Then for each word in
the English sentence, we check whether it is in the vocabulary, and, if not, the word will

Table 3 Rare word examples

Rare word types Examples

Placeholders and tags %s, %1$s, <br>

App names xiami, Doreso, XimalayaFM

Web adress facebook.com/device, twitter.com/RestainoAnthony

Email support@voclab.com, user@example.com

Numbers and metrics 999+, GHz, Mbps

Special characters �,©

Dates 2018/03/19, MM/dd/yy

http://www.ekiga.org
https://twitter.com/%1
https://twitter.com/%1
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be marked as a rare word, i.e., UNKindex where index is a unique index of a rare word
in the training corpus. For instance, for sentence “Sent from my %1$s using %2$s, pow-
ered by appyet.com” in Fig. 9, “%1$s”, “%2$s” and “appyet.com” are marked as UNK1,
UNK2, UNK3 after preprocessing the training sentences. The rare words in the corre-
sponding translation in Chinese are also marked using the corresponding UNKindex i.e.,
the “%1$s”, “%2$s” and “appyet.com” in the target sentence are also marked as UNK1,
UNK2, UNK3, but note the order differs. The preprocessed English sentence and Chinese
sentence are regarded as a training pair to train the RNN encode-decoder model. Given an
English sentence to be translated, the trained RNN encode-decoder model translates it into
a Chinese sentence. Note that the order of UNKs may be different between the source sen-
tence and the target sentence, while our model can learn to align the order from the big
training data. The special UNKindex symbols in the translation are then mapped back to the
original rare domain-specific words in a post-translation step.

Note that the relative positions of these rare words in the translation may differ from those
in the English sentence. However, with enough training data, the RNN encoder-decoder
model can learn the relative position relation between the source sentence and the translation
result.

5 Evaluation

We evaluate the effectiveness of our translation method by measuring the quality of its trans-
lation of software text, against human reference translations. Specifically, our evaluation
addresses the following questions:

– RQ1: How accurate is our translation method, compared with general machine transla-
tion and the original RNN-based machine translation?

– RQ2: How accurate is our translation method for translating different apps?
– RQ3: How generalized is our model to other language pairs?
– RO4: How useful is our model to human translators for software localization?

5.1 EvaluationMetric

5.1.1 BLEU Score

Let 〈sg, tg〉 be a pair of translations in the testing dataset. We say tg is the ground-truth
target translation for source input sg . Let tp be the predicted translation for the sg using our
domain-specific translator.

Fig. 9 The process to deal with rare domain-specific words
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The first metric we use is exact match rate, i.e., the percentage of testing pairs whose
tg exactly match tp . Exact match is a binary metric, i.e., 0 if any difference, otherwise
1. It cannot tell the extent to which a predicted translation differs from the ground-truth
translation. For example, no matter one or 100 differences between the two translations,
exact match will regard them as 0.

Therefore, we use BLEU (Bilingual Evaluation Understudy) (Papineni et al. 2002), an
automatic evaluation measure widely used in machine translation studies. BLEU auto-
matically calculates the similarity of machine-generated translations and human-created
reference translations (i.e., ground truth). BLEU is defined as the product of “n-gram
precision” and “brevity penalty” as:

BLEU = BP ∗ exp

(
N∑

n=1

wnlogpn

)
(10)

where each pn is the precision of the n-grams, i.e., the ratio of length n word subsequences
generated by the machine translation system that are also present in the human reference
translation. wn is the weight of different length of n-gram summing to one. It is a common
practice (Sutskever et al. 2014) to set N as 4 and wn = 1

N
. However, some texts of software

are very short sentences, especially text in UI components such as “file” or “save”, which
are shorter than 4 grams. Therefore, for long sentences, we still set N as 4 and wn = 1

N
.

For sentences whose length is smaller than 4, we set N as the minimum length of machine-
generated translation and human reference translation and wn = 1

N
.

BP is the brevity penalty which prevents the system from creating overly short
hypotheses (that may have higher n-gram precision). BP is defined as

BP =
{
1 c > r

e(1− r
c
) c ≤ r

(11)

where r is the length of human reference translation, and c is the length of machine-
generated translation. BLEU gives a specific real value with range [0,1] and is usually
expressed as a percentage. The higher the BLEU score, the similar the machine-generated
translation is to the human reference. If the translation result completely equals to the
human reference, the BLEU score becomes 100%. In the following paper, we will use the
percentage form of the BLEU score.

5.1.2 Exact Match

One most important metric of evaluating a NMT system which is used for software local-
ization is to what extent its translation can be directly used for localization. In this work, we
use exact match rate to measure this ability of NMT systems. Exact match is defined as the
proportion of translations which are exactly same as the ground truth:

ExactMatch = #exactly translated sentences

#all testing sentences
(12)

Note that although the higher exact match rate always leads to higher BLEU score, but these
two metric do not rigidly positively correlate.



Empirical Software Engineering

5.2 RQ1: Comparison with ExistingMachine Translation Techniques

5.2.1 Evaluation Setup

In this experiment, we use 663,037 data of our translation corpus as the training data,
58,503 data as the validation data to tune the model parameters, and the rest 58,504 data for
testing the translation results.6 We have checked many software localization tools such as
Transifex,7 Crowdin8 and smartling.9 Most of them provide a platform to assist developers
and translators collaboratively work on software localization. Many of them do not provide
translation functionality but ask the translator to give the manual translation. Some of the
platforms (e.g., Transifex) directly embed existing automatic translation tool like Google
Translate inside. Therefore, we take Google Translate as the baseline for the comparison.
We compare our domain-specific translation method with Google Translation in term of the
BLEU score and exact match rate. We use Google Translate API10 to obtain the translation
results for the testing data. Our model is based on neural network, so we also compare with
phrased-based machine translation model. In this work, we adopt the state-of-the-art phrase-
based machine translator, Phrasal (Green et al. 2014) as the baseline. To be fair, we have
developed a domain-specific tokenizer and fine-tune the parameters for Phrasal. In addi-
tion, we examine if our customized RNN encoder-decoder model can improve the BLEU
score over the original RNN encoder-decoder model. Finally, we further explore the rela-
tionship between translation accuracy and sentence length to better understand our model.
For brevity, we refer to the Google Translate as GT, the original RNN encoder-decoder as
2RNN, and our customized model as C-2RNN.

5.2.2 Results

The BLEU score of the translation results by different translation methods can be seen
in Table 4. The performance when applying original 2RNN without any customization is
slightly worse than that of Google Translate. That is because Google Translate now also
leverages neural-machine translation model as their backbone (Wu et al. 2016), and their
model is rather large with tens of multi-layer neural network trained on tremendous corpus
for long time which can only be afforded by Google. Therefore, it is very likely that Google
Translate outperforms the naive 2RNN even if it is trained on domain-specific dataset. The
Phrasal has better performance than that of Google Translate, and it has achieved 41.65%
BLEU score and 0.44 extract match rate.

With adding attention, category, or dictionary, the performance of 2RNN has been
boosted to some extent. For example, in term of exact match rate, the attention, cate-
gory information, copy mechanism and dictionary can bring 30.7%, 27.9%, 29.0% ,48.4%
increase to the original 2RNN model. The results show that our model which incorporates
all customization steps significantly outperforms the other three baselines. Our model can
achieve 49.51% BLEU score, which is 22.5%, 29.9%, 18.87% higher than that of Google

6We do not use cross validation for evaluation as the training process takes a long time on our PC.
7https://www.transifex.com/
8https://crowdin.com/
9https://www.smartling.com/
10This indeed limits the scale of our experiment because it is a paid service to use Google Translate API for
large-scale translation (https://cloud.google.com/translate/v2/pricing).

https://www.transifex.com/
https://crowdin.com/
https://www.smartling.com/
https://cloud.google.com/translate/v2/pricing
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Table 4 Translation accuracy
Approach BLEU % Exact match

GT 40.42 0.249

Phrasal 41.65 0.44

2RNN 38.12 0.283

2RNN with attention 42.55 0.37

2RNN with category 39.8 0.362

2RNN with copy mechanism 41.66 0.365

2RNN with dictionary 44.69 0.42

C-2RNN 49.51 0.471

Translate, the original RNN encoder-decoder model, and Phrasal respectively. In term of
extract match rate, our model also obtain the best performance with 0.471, which is also
89.2%, 66.4% higher than the other two baselines.

For reference, an earlier study (Holzer et al. 2011) conducted in 2011 shows that Google
Translate can achieve a BLEU score of about 49% in the general English-Chinese trans-
lation. However, even with several updates of Google Translate during the past 5 years,
its BLEU score for software text translation is only 40.42%. The reason is that Google
Translate is designed for common translation tasks and lacks support for translation under
domain-specific scenarios. For instance, consider the sentence “be capable with any launch-
ers” in Table 5. This sentence belongs to an application in “tools” category, and the word
“launcher” has to be translated to “ ” (desktop). However, as Google Translate do
not incorporated the category information, this word is translated to “ ” (ejector or
projector), which is improper in the scenario of a desktop tool application.

Besides, the sentence “boost your memory now” should be translated to
“ ”. However, Google Translate translated “memory” to “ ”
(human memory), while it actually refers to the RAM of a mobile device and should be
translated as “ ”. This confirms our assumption that general translation is not suitable
for software localization tasks.

The results of our model also demonstrate that our model has the ability to tackle the
domain-specific translation problems discussed in Section 1.

– According to Table 5, in sentence “start new Granny game”, the word “Granny”, which
refers to the name of a game instead of actual grandmother, is preserved in the transla-
tion of our model. This indicates that our model can correctly handle the translation of
domain-specific words.

– The sentence “keep device alive” in Table 5 is translated to “ ”. If the
word “alive” is translated to “ ” (living) such as Google Translate did, users may
still able to understand this sentence but it sounds weird in Chinese since “ ” is often
used to describe living creatures. However, though “ ” (running) has no direct rela-
tionship with word “alive”, our model still picks the most nature and proper translation
given the subject of the sentence is “device”.

– Google Translate and other machine translation tools lacks support for translating
domain-specific tokens such as placeholders and XML texts. For example, the transla-
tion of placeholders “%1$s” is “%1 $ s”, which includes undesired spaces; Translation
of “<heading> Reminder < / heading>” is “<heading> < / heading>”, where
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Table 5 Translation examples: our model C-2RNN versus Google Translation

Source Category C-2RNN GoogleTranslate

credit Business (points) (academic credits)

generic wizard Personalization (guide) (sorcerer)

be capable with Tools (ejector)

any launchers (desktop)

report comment Communication (inform (neutral meaning of report)

offence)

max export size Media and Video (output) (sell overseas)

are you sure to Comminication (fire, team)

dismiss this (close, chat group)

group

keep device Lifestyle (running) (living)

alive

boost your Tools (improve, human

memory now (accelerate, RAM) memory)

start new Games Granny (grandma)

Granny game? (App name)

web Productivity (website) (paper volumn)

<heading> Tools <heading> (heading should

Reminder < /heading> be preserved)

< /heading>

“heading” in the angle brackets are supposed to be preserved in the translation since
they are part of the XML grammar. Refining these translations from Google Translate
requires extra time and labor. This problem is tackled by our model which has elabo-
rately designed data processing pipeline. The translations of the above two example are
the same as expected.

We then further explore those sentences that are not translated very well by our method.
We find that the length of the sentence is the most crucial factor. As Fig. 10 shows, the longer
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the sentence, the lower the BLEU score for the three models. For short text, our model has
much higher BLEU score and exact match rate than that of baselines. But considering the
decreasing ratio, we can see that our customized RNNmodel decrease relative faster in term
of the BLEU score, compared with Google Translate and original RNN model. It means
that when dealing with the long sentences such as sentences with more than 15 words, the
vector representation may not capture all the information.

There are several factors which may influence the effects of long-sentence transla-
tions. According to our observation, we find that although some of our translation does
not match the ground truth, the translation still make sense. We have randomly sampled
100 wrong translations, and categorised them into different types. Among the 100 sam-
pled sentences, 52 of them are wrong translations with major problems including missing
words, repeating words or translating words incorrectly. Either the meaning or structure
of these translations are twisted from the ground truth, which means they are consid-
ered failure translations of the model. The remaining 42 sentences can serve as eligible
alternatives for the expected translations. 1) the voice of our translation is different from
that of target. For example, there is one sentence in our training corpus “your sched-
ule has been saved successfully!”. This sentence is translated to
(active voice) by our model. However, the ground truth is
(passive voice). The changed voice sentences consists of 22.9%(11 out of 48) of this
type of sentences. 2) the synonyms and abbreviations make our translation different
from ground truth, though they are both right. For example, the ground truth transla-
tion of “failed to get last SMS sender” is “ ”, while it is
translated to “ ” by our model. In this example, the pairs

( , failed), ( , get), ( , sender) are of the same mean-
ing but expressed in different forms. We have counted the translation of word “sender”, and
find that 94 out of 146 prefer “ ”, while only 52 out of 146 use “ ”. Among
the 48 wrong translations that make sense, 37 of them are due to using synonyms (77.1 %).
Therefore, the exact match rate of our model actually is highly underestimated especially
for long sentences.

However, for software localization tasks, software text are usually short sentences. Sen-
tences longer than 30 words account for only a very small portion (about 0.8% of our
translation corpus).

5.3 RQ2: Translation Across App Categories

5.3.1 Evaluation Setup

We train our translation model based on a translation corpus of the collected corpus. To
check that if our trained translation model can be adopted for other Android applications, we
randomly select another 40 apps that are not in our dataset. For these 40 apps, 20 of them are
popular with at least 1 million installations, and the other 20 apps are unpopular with instal-
lation number less than 10,000. Note all of these apps contain more than 100 translation
pairs, and they belong to 17 categories. These applications cover a wide range of appli-
cation domains, including social (Facebook), music and audio (SoundCloud), media and
video (Youtube, Yarn), communication (Gmail, Firefox), tools (Google Play, Boomerang),
lifestyle (Uber), and business (Amazon).
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5.3.2 Results

Table 6 summarizes the information of the selected 20 popular apps and the translation
results. We calculate the BLEU score and exact match rate by comparing the translation
results using our model or Google Translate with the human reference translations. The
average BLEU score is 50.434% (slightly higher than the average BLEU score (49.51%) of
translation test data), and the average exact match rate is 0.564 (much higher than the aver-
age exact match rate (0.471) of Android translation test data) because that the popular apps
always contain more standard translation than other unpopular apps. These results demon-
strate the increased performance of our translator. In terms of BLEU score, Instagram yields
the best result (69.92%), while the worst result is Google Play (23.14%). The reason might
be that Google Play contains the most sentences (4622) than other applications and a great
proportion of them are very long. According to Fig. 10, sentence length have substantially
effects on BLEU score. In terms of exact match rate, the best and worst results are also
Instagram (0.7) and Google Play (0.44). This is because Instagram contains more frequent
sentences and phrases than other applications.

For unpopular apps, we do not see any big difference from popular apps. The average
BLEU score and exact match rate for unpopular apps is 51.06%, 0.567, while 50.434%,
0.564 for popular apps. In contrast, Google Translate greatly varies a lot when consid-
ering popular apps (0.322 exact match) and unpopular ones (0.273 exact match). Such
results demonstrate that our model is robust to no matter popular apps, unpopular ones or in
different categories (Table 7).

5.4 RQ3: Generalization Across other Languages

5.4.1 Evaluation Setup

We have demonstrated the our model works well in English-Chinese app localization.
Apart from English, there are another 5 official languages used in United Nations (2018b)
including Arabic, Chinese, French, Spanish and Russian. As we are highly concerned with
software localization, we report the performance of our model in translating English into
the other 5 languages in this section. The results are presented in Table 8. In addition, we
also carry out the experiment about software internalization i.e. translating text from other
languages to English, to further demonstrate the generalization of our model.

5.4.2 Results

Table 8 shows the BLEU score for the google translate and our model for translation
between English and the other five UN official languages (Arabic, Chinese, French,
Spanish, Russian).

In terms of BLEU score, our model outperforms Google Translate in all five languages.
The best BLEU score across all five languages achieved by our model is Chinese, which
is 49.51%, while French has the lowest BLEU score (25.61%). But compared with Google
Translate, our model outperforms Google Translate in all five language-pair translations.
Our model has the biggest boost than Google Translate in translating English to Russian,
from 17.77% to 33.01% which means 85.8% increase. The smallest boost is to translate
from English to Arabic from 25.67% to 28.95%, but it is still 12.8% increase. The average
31.3% performance boost demonstrate the generalization of our model to different datasets.
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Table 8 Translation result on 5 official languages of UN (BLEU Score)

Target #Sentence pairs C-2RNN 2RNN GoogleTranslate

Arabic 84,294 28.95 24.80 25.67

Chinese 58,503 49.51 38.12 40.42

French 113,149 25.61 20.15 23.48

Spanish 117,795 35.97 28.37 28.54

Russian 89,958 33.01 18.45 17.77

For software internationalization, the experiment results can be seen in Table 9. The
results shows that the performance of 2RNN is similar to that of Google Translate. But, our
customized model (C-2RNN) still outperforms the other two baselines in the experiment.
In addition, the Bleu score for using our model for localization and internationalization
respectively is similar. It further demonstrates the robustness and generality of our model,
to some extent.

5.5 RQ4: Usefulness of our TranslationModel

5.5.1 Evaluation Setup

While the exact rate of our translation model is not perfect and cannot be directly applied
in practice, we still believe that human translators may save time and improve translation
quality if provided with translations generated by our model. To show the usefulness of
our tool, we carry out an experiment to compare the working efficiency of translators with
our tool and without our tool. We first randomly select 8 apps which are in the experi-
ment of Section 5.3. For each of them, we randomly take 50 sentences for translations. We
recruit two participants (T1, T2) who are Chinese master students in computer science with
very similar English capability. Their latest IELTS (International English Language Testing
System) scores are all 6.5, and they are all recognized as certified translators by NAATI
(National Accreditation Authority of Translators and Interpreters) in Australia. They are
assigned with these English text with the background of this app i.e., functionality, cate-
gory, etc. Participant T1 will be given translations generated by our model, while participant
T2 translate the text from scratch. They are allowed to use tools such as dictionaries (both
paper-based and electronic) for looking up unfamiliar words while translating. We then
measure how much time it takes to finish the translation and we compare the results with
the ground truth. All the translation text are then forwarded to another PhD student who has
experience in software localization to judge the x of the translation with marking as 5-point
likert score (1 as completely unsatisfied and 5 as perfect).

Table 9 Translation result on 5 official languages of UN (BLEU Score)

Target #Sentence pairs C-2RNN 2RNN GoogleTranslate

Arabic 84,294 27.31 20.16 24.73

Chinese 58,503 48.69 42.06 41.98

French 113,149 25.50 23.60 23.39

Spanish 117,795 33.12 26.99 28.26

Russian 89,958 32.58 21.83 20.49
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5.5.2 Results

Figure 11 presents the results of our experiments. The average 5-point likert score of T1’s
translation without our tool is 3.59, while T2 achieves 4.07 (Fig. 11a). In terms of transla-
tion time, the average time used to translate 50 sentences for T1 is 815.5s, while the number
for T2 is only 424s (Fig. 11b). These results indicate that the translator provided with trans-
lations generated by our model can obtain 13.3% performance boost with using only half of
translation time. We have conducted paired two-tailed tests (Rice 1989) to compare trans-
lation quality and time of translator T1 and T2. The p-values of both experiment results
(translation quality and time) is lower than 0.01 which indicates that our conclusion is sig-
nificant. Therefore, these results demonstrate the usefulness of our model for assisting text
translation in software localization.

6 Threats to Validity

6.1 Amount and Quality of Training Data

Deep learning techniques like RNN require a large amount of data for model training. We
have collected more than half million bilingual sentence pairs. Although not comparable
to the amount of data used for training general machine translation models, it is sufficient
to train a prototype model which can outperform the general machine translation, Google
Translate.

All translations in our dataset are contributed by thousands of apps on the Google Play
platform. Some apps may be of poor quality and that may further lead to unstable transla-
tion quality. But on Google Play, many apps are of commercial purpose, and the software
localization may determine if they can conquer more markets in the world. This motivation
guarantees the translation quality to some extent.

Note that these translations from apps may not all be human translations. Instead, some
of them may be automatically translated by some tools. To check if the collected paral-
lel corpus are from human translators, we randomly sample 50 apps for manual checking.
These 50 apps are diverse, covering 17 categories including finance, communication, tools,

Fig. 11 Translation quality and time of two translators
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etc with installation number from 10,000 to 10,000,000, and rating score from 3 to 5. There
are 41 free apps and 9 apps with in-app purchases among the 50 apps. As we are only
familiar with English and Chinese, the first author in this paper manually checks if the Chi-
nese translation from English text is from human or machine. To help judge the translation
source, he uses online translation tools including Google Translate11 and Youdao Transla-
tor.12 The results show that among 50 apps, no app solely uses online machine translation
tools.13 Although some translations are very similar to the results from online machine
translation tools, we can still see some modification from human translators such as word
order changes, tense difference, etc. For example, in an app the sentence “please give us
five star” is translated to “ ” (please support us), while the direct transla-
tion (as well as translated by Google Translate) should be “ ”. From this
pilot study, it shows that to some extent, the collected corpus are from human translators or
at least modified by human translators. Maybe some translations are from translation tools,
but the experiment shows that most translation data collected in this work is from human
translators or at least edited by human translators.

Although translations from different apps may not be the same for the same sentence,
they can increase the diversity of the training data to make our model more robust. In the
future, we will try to collect more dataset from different resources e.g., IOS or website to
train our model.

6.2 Parameter Tuning

Deep learning algorithms are computation-extensive and our large-scale dataset makes the
training process rather long. In this work, we do not experiment many different parameter
settings due to the time and computation constraint, but we select the model parameters
according to our previous experience Chen et al.(2016a, c). In the future, we will train our
model with more powerful machines equipped with more GPUs to speed up the training
process and try different parameter combinations to better tune our translation model.

7 RelatedWork

In this section, we first review research progress in software localization. Then we
describe related work for machine translation, especially domain-specific machine transla-
tion. Finally, we introduce other research work that applys machine translation methods in
software engineering tasks.

7.1 Software Localization

Among the 7.4 billion people in the world,14 only 330 to 360 million people15 speak
English. To make people all over the world have access to a software product or service,

11https://translate.google.com/
12http://fanyi.youdao.com/
13The detailed checking results can be found in https://sites.google.com/view/domainspecifictranslation/
14https://en.wikipedia.org/wiki/World population
15https://en.wikipedia.org/wiki/English-speaking world

https://translate.google.com/
http://fanyi.youdao.com/
https://sites.google.com/view/domainspecifictranslation/
https://en.wikipedia.org/wiki/World_population
https://en.wikipedia.org/wiki/English-speaking_world
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internationalization and localization of the software are necessary. Localization is the pro-
cess of adapting internationalized software for a specific region or language by adding
locale-specific components and translating visible text of software.

At the early stage of development, developers may not consider the localization process
due to various reasons. Therefore, many methods have been proposed by researchers to
help developers spot code which may need to analyze (Xia et al. 2013), locate need-to-
translate constant strings (Wang et al. 2010), and extract text (Rich 2011) from the software
for translation. After translation, the old UI layout may not be suitable for the translated
text in the new language. Some researchers carry out studies about how to identify such
issues (Alameer et al. 2016) and automatically adjust the UI elements (Fitzpatrick et al.
2013; Burukhin et al. 2007). Different from these works which focus on pre-translation and
post-translation steps in the process of software localization, our work focus on the core and
the most labor-intensive step of software localization, i.e., the translation of software text.
By complementing existing techniques with our work, software localization process can be
better automated.

It is worth to see how industry work with software localization. To enhance software
localization process, many software localization management systems are developed such
as phraseapp (2018c), Smartling (2018d), Transifex (2018e), etc. All of these tools pro-
vide software localization platforms for supporting collaboration between developers and
translators, product management, automated workflow for maintenance. However, they still
require translators to manually translate the software text and put the translation into the
platform instead of directly generating the translation results. Our domain-specific trans-
lator can be incorporated into the existing software localization tool to better support the
software localization process.

7.2 Machine Translation

Machine Translation is an automated translation of text without human involvement. There
are two main-streammethods for machine translation. The first type is based on the statistics
(mostly phrase-based (Koehn et al. 2003; Zens et al. 2002)), called statistical machine trans-
lation. However, this type of methods always require many preprocessing such as sentence
segmentation (Chung and Gildea 2009), phrase alignment (Fraser and Marcu 2007) and so
on. In addition, the performance of statistical machine translation decreases significantly, in
the face of new sentence patterns which do not appear in the training corpus. To overcome
these shortcomings, the other kind of machine translation is based on neural networks called
neural machine translation. In our work, we also adopt the state-of-the-art neural machine
translation model, the RNN encoder-decoder model (Cho et al. 2014; Sutskever et al. 2014).

However, as general machine translation is always not effective for domain-specific
text, it is necessary to develop domain-specific translation models. Due to the lack of
domain-specific training data, most domain-specific machine translation approaches targets
at domain adaptation of general machine translation models. Most of them (Wu et al. 2008;
Ren et al. 2009; Zhang et al. 2013; Eck et al. 2004) post-process the translation results
from general machine translation by referring to some domain-specific term dictionary or
glossary. However, the required bilingual domain-specific term glossary is hard to build
for software applications and it may be soon out-of-date because of the rapid development
of application domains. Furthermore, considering some unique characteristics of software
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text translation, e.g., some software names do not need to be translated, we customize the
original neural machine translation with a special word alignment mechanism to handle
out-of-vocabulary words.

7.3 Machine Translation in Software Engineering

Although machine translation has not been used for software localization, it has been
adopted into software engineering domain for some other translation tasks such as translat-
ing the original posts into the edited posts in Stack Overflow (Chen et al. 2017a), translating
the mobile UI into the source code (Chen et al. 2018b), translating the method description
into the method name in Java (Gao et al. 2019), or translating the Chinese queries to English
questions (Chen et al. 2016c). Nguyen et al. (2013, 2014, 2015) adopt statistical machine
translation for language migration especially between java and c#. Oda et al. (2015) use
phrase-based machine translation to automatically generate pseudo-code from source code.
Gu et al. (2016, 2017) formulate pairs of natural-language query and corresponding API
sequence as a machine translation problem so that developers can search API sequence by
the natural-language query. And, they further put the code comments as a bridge between
API sequences across different language to support software migration. Tjalling (2016)
and Hu et al. (2018) use the similar neural machine translation method to generate com-
ments from the code. Gu et al. (2018) have developed a code search tool for assisting code
searching and reusing code for developers with deep neural network. Different from exist-
ing work, we apply neural machine translation model for the purpose of domain-specific
natural-language translation for software localization.

8 Conclusion and FutureWork

This work targets at an important development activity in software engineering, i.e.,
software localization, especially app translation. Specially, we focus on domain-specific
machine translation for software localization, which is the core step for the success of
software localization but receives little attention from the community. Our empirical study
demonstrates that general machine translation models is not suitable for the translation of
software text which has its own linguistic and technical characteristics. In this paper, we
present a RNN-based domain-specific machine translation model. Considering the char-
acteristics of software text, we customized the original RNN encoder-decoder model by
addressing domain-specific rare word problem and training the model using a large-scale
domain-specific translation corpus collected from the apps in Google Play. The results
of experiments demonstrate the effectiveness of our model, compared with the general
machine translation, Google Translate.

In the future, we will continue to improve the model by tuning its parameters and training
it on larger dataset. In addition to Android app localization, there are no intrinsic barri-
ers to apply our model to more platforms for software localization, such as IOS, website,
desktop software, etc. We will incorporate our method into other research works such as
locating need-to-translate text (Wang et al. 2010) and adjusting the UI layout after text
translation (Burukhin et al. 2007) to better automate software localization process. Another
interesting direction is to apply our translation method into other software engineering
tasks which could be formulated as translation problems, such as application migration
across programming languages, analogical libraries recommendation, and pesudo-code
generation.
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