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Q&A sites are popular for sharing knowledge

Background

ÅSocial Q&A sites

ÅTechnical Q&A sites



The quality of Q&A sites are decaying

Motivation

ÅStack Overflow
Å17M questions, 26M answers, 9.6M users

Å7K new questions/day, many new users

ÅComplains:
ÅWhy do so many good programmers waste their time on Stack Overflow?

ÅFarewell Stack Exchange

ÅThe decline of Stack Overflow

https://meta.stackoverflow.com/questions/351203/why-do-so-many-good-programmers-waste-their-time-on-stack-overflow
https://blog.codinghorror.com/farewell-stack-exchange/
https://hackernoon.com/the-decline-of-stack-overflow-7cb69faa575d


To keep the quality of content

Motivation

1. Publish community norms
Åhttps://stackoverflow.com/help/how-to-ask

Åhttps://stackoverflow.com/help/how-to-answer

Problem: Users do not read or 
understand the instructions. 
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To keep the quality of content

Motivation

2. Peer review
Åhttps://stackoverflow.com/help/privileges/edit

Å2M question-title edits (17.6%)

Å3M question-tag edits (12.9%)

Å21M post-body edits (36.2%)

Problem:
ÅRequire significant community efforts;
ÅSome edits are difficult to locate;
ÅThe policy violation has hurt readers before edits

https://stackoverflow.com/help/privileges/edit


To keep the quality of content

Goal

ÅWe need a way to help policy assurance of post quality 
ÅProactive: remind users before they publish the posts

ÅData-driven: learn from real existing edits



Observe the existing edits

Observation

Four different kinds of middle-level edits 
ÅCode format edit

ÅText format edit

ÅLink modification

Å Image revision



Observe the existing edits

Observation

Each edit including
Å Insert

ÅReplace

ÅDelete



Collecting the dataset of <original-post, post-body-edit-type>

Data Collection

ÅRegular expression and text differencing

ÅData for different edits
ÅAdding code format: 1,567,272

ÅAdding text format: 52,945 

ÅAdding hyperlinks: 1,126,252

ÅAdding images: 219,215



CNN model for edit prediction

Approach

ÅWord embedding
ÅConvert the word into vector representation

ÅConvolutional Layer
ÅKernel filter sliding within the input matrix 

ÅMaxpooling
ÅPreserve the salient information

ÅFully-connected layer
ÅFinal prediction



Locating the Key Phrases in Posts to Explain the Edit Prediction

Approach

ÅTracing back through the model to locating 
the filtered phrases in the input layer

ÅPredicting the contribution score of the 
phrasesô corresponding features in the fully 
connected layer to the prediction class



Performance comparison between our model and baselines

Evaluation

ÅEvaluation metrics
ÅPrecision, recall, F1-score

ÅBaseline
ÅLogistic regression, SVM, FastText, Attention-based LSTM


